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Identify filter reduction ratios for a plurality of filters, each
respective filter reduction ratio corresponding to a .
pocrive 1 o pOTEIE 08 N 602
respective reduction of training assets based on use of a
respective filter

Y

Receive a requested reduction ratio \, 604

Y

Select a subset of filters from the plurality of filters based at
least in part on the requested reduction ratio and the filter /

606

reduction ratios, the subset of filters selected such that
applying the subset of filters to a set of a number of media
assets reduces the number of media assets in the set
according to the requested reduction ratio.

\/600
FIG. 6
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1
FILTER SELECTION IN SEARCH
ENVIRONMENTS

TECHNICAL FIELD

This disclosure relates generally to computer-imple-
mented methods and systems for filtering search engine
result sets.

BACKGROUND

Modern knowledge seekers and other users use search
engines to search for information and media assets. Search
engines allow a user to efficiently access a vast source of
information on various subjects, for example, by accessing
information on the Internet and from other electronic
sources. Searching for such content can involve an iterative
process of the user entering search query criteria and brows-
ing through search results. Users searching for electronic
content generally desire result sets that are accurate and that
can be provided quickly following the user’s submission of
search query criteria. Thus, hosts or providers of search
engines generally attempt to reduce search time and increase
the accuracy of the search results returned relative to the
submitted search query criteria. It is desirable to improve the
performance of the search, the management of the result set
in terms of size and content, and/or the organization of the
search results for presentation. Improving such processing is
becoming both more difficult and more important as the
quantity and type of available electronic content continues to
rapidly grow with the advent of cloud technologies,
improvements in storage efficiencies, and other advances in
technology.

Existing search algorithms employed by search engines
have various deficiencies. For example, techniques for iden-
tifying a search result set of an appropriate size to facilitate
efficient searching, improve search result organization, and
provide other benefits do not adequately account for the
expanding amount of available electronic content. Such
algorithms generally have sub-linear complexity, meaning
they provide solutions without analyzing all available input.
Using an algorithm with sub-linear complexity has been
considered desirable to keep up with the pace of increasing
assets because to process large data sets in more than linear
time is too expensive and slow. Other search techniques
have involved the use of hierarchical clustering or other
hierarchical organizations of electronic content items. How-
ever, use of hierarchical organization can also have disad-
vantages. A common disadvantage of hierarchical organiza-
tion is that the resulting structure needs to be rebuilt when
it becomes unbalanced and is hard to distribute over multiple
machines. Generally, it is desirable to improve current
techniques for reducing the search time associated with a
query in a search engine and reducing the result set of said
query to a meaningful subset.

SUMMARY

One embodiment involves identifying filter reduction
ratios for a plurality of filters, each respective filter reduction
ratio corresponding to a respective reduction of training
assets based on use of a respective filter. The embodiment
further involves receiving a requested reduction ratio and
selecting a subset of filters from the plurality of filters based
at least in part on the requested reduction ratio and the filter
reduction ratios. The subset of filters is selected such that
applying the subset of filters to a set of a number of media
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2

assets reduces the number of media assets in the set accord-
ing to the requested reduction ratio.

These illustrative embodiments are mentioned not to limit
or define the disclosure, but to provide examples to aid
understanding thereof. Additional embodiments are dis-
cussed in the Detailed Description, and further description is
provided there.

BRIEF DESCRIPTION OF THE FIGURES

The patent or application file contains at least one drawing
executed in color. Copies of this patent or patent application
publication with color drawings will be provided by the
Office upon request and payment of any necessary fee.

These and other features, embodiments, and advantages
of the present disclosure are better understood when the
following Detailed Description is read with reference to the
accompanying drawings.

FIG. 1 is a block diagram depicting exemplary computing
devices in an exemplary computing environment for imple-
menting certain embodiments.

FIG. 2 is a schematic illustrating an example computer
architecture for the search engine reduction ratio service
including a plurality of modules that may carry out various
embodiments.

FIG. 3 is a flow chart illustrating an exemplary method for
utilizing the search engine reduction ratio service, in accor-
dance with at least one embodiment.

FIG. 4 is a diagram depicting an exemplary artificial term
creation from a color image, in accordance with at least one
embodiment.

FIG. 5Ais a diagram depicting an exemplary search result
set with an applied reduction ratio, in accordance with at
least one embodiment.

FIG. 5B is a diagram depicting an exemplary search result
set with a different applied reduction ratio, in accordance
with at least one embodiment.

FIG. 6 is a block diagram depicting an exemplary method
for applying a subset of filters with corresponding reduction
ratios to reduce the number of media asset search results in
accordance with at least one embodiment.

DETAILED DESCRIPTION

Introduction

Various embodiments of the present invention are
described hereinafter with reference to the figures. It should
be noted that the figures are only intended to facilitate the
description of specific embodiments of the invention. They
are not intended as an exhaustive description of the inven-
tion or as a limitation on the scope of the invention. In
addition, an aspect described in conjunction with a particular
embodiment of the present invention is not necessarily
limited to that embodiment and may be practiced in other
embodiments. For instance, though examples are described
herein related to image assets, the reduction ratio filter
creation and selection service may be used in conjunction
with any suitable searchable asset.

Computer-implemented systems and methods are dis-
closed for utilizing sets of filters to reduce a large number of
searchable assets to a meaningful or reduced number of
searchable assets. For example, it may be desirable to reduce
a collection of 1 million media assets to a reduced set of only
1 thousand media assets by selecting appropriate filters. The
reduced set can include only media assets that satisfy each
filter. Thus, if the filters comprise three terms the reduced set
may include only media assets that include all three terms.
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Similarly, if the filters comprise certain image characteris-
tics, the reduced set may include only images having those
certain image characteristics.

Filters can be selected to achieve a requested reduction
ratio. In the above example, a requested reduction ratio may
identify that it is desirable to reduce the number of the
collection of media assets by a specified percentage, ratio
(e.g., of pre-reduction size to post-reduction size), to a
specified size. Selecting multiple filters to be used together
to achieve a requested reduction ratio can involve determin-
ing information regarding the expected reduction that each
filter will provide. How much each filter can be expected to
reduce the size of a collection of media assets can be
determined based on the use of the filter to reduce training
media assets that are generally representative of the collec-
tion of media assets. Filter reduction ratios for a plurality of
filters can be identified using such training assets where each
respective filter reduction ratio corresponds to a respective
reduction of training assets based on use of a respective
filter. For example, if a filter requires a particular color to be
present, it can be observed by application of the filter on
training image assets, that only 5% of the training image
assets have that particular color. The filter’s reduction ratio
of 0.05 thus represents this reduction and the expectation
that application of the filter to a corresponding larger set of
image assets will reduce the size of that larger set by a
similar ratio. The filter reduction ratios of multiple filters can
be used together to predict how much the filters when
combined, i.e., used together, will reduce an image asset set,
i.e., will provide a combined reduction ratio. The applica-
bility of the filters depends on the assumption that the filters
are statistically independent.

Techniques for reducing a large number of searchable
assets to a meaningful or reduced number of searchable
assets can be applied to different types of electronic media
assets including but not limited to a text file, an image file,
an audio file, a movie file, or any suitable digital media file.
Such assets can be filtered using various types of filters. For
example, some assets such as text files, web pages, and
documents can be filtered using text filters.

As used herein the phrase “artificial term” refers to a filter
that employs non-text filtering criteria. Artificial terms may
be created based at least in part on extracted feature infor-
mation from one or more exemplary assets. Artificial terms
can be analogized to a text term that is used to filter through
a set of documents for that particular text term. For example,
one may wish to search through a set of documents for
documents which contain the word “animal.” Only docu-
ments which contained the word “animal” would be
included in a significant result set. Analogously an artificial
term can describe one or more attributes that may be a part
of a piece of electronic content such as an image. The
artificial term can be used to filter a set of such pieces of
electronic content in that only those that have the artificial
term features will be included in the filter result set. In one
example, an artificial term is identified based on one or more
extracted features of a particular training asset from a set of
one or more training assets. A set of training assets can
include suitable media files as described above with regard
to searchable assets. In one example, the training asset may
be an image. One or more dominant colors included within
the image may be extracted and assigned to an artificial term
created by utilizing a color histogram. An artificial term can
be a unique value, such as an alpha numeric character, or any
suitable alpha numeric string.

As used herein the term “dominant color” refers to a color
that is more prevalent than at least one other color in a
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particular image. One or more of the most prevalent colors
can be identified as the dominant colors of the image.

A filter reduction ratio may be calculated for an artificial
term by filtering a set of training assets using the artificial
term to determine the frequency of inclusion of the artificial
term in the set of training assets. In accordance with at least
one embodiment, the filter reduction ratio represents the
proportion of training assets that contain the artificial term as
compared to the proportion of training assets that do not
contain the artificial term.

Filter reduction ratios can be used in various circum-
stances to reduce a large number of searchable assets to a
meaningful or reduced number of searchable assets. In one
exemplary context, reduction ratios are used to provide a
manually-specified or automatically determined reduction in
search results provided by a search engine. For example, an
administrator may request a particular reduction ratio to be
applied to one or more searches to be performed by a search
engine. The reduction ratio may represent a desired ratio of
searchable assets returned in response to a search query of
assets that is less than the entire possible set of searchable
assets. Search queries performed can then utilize the
requested reduction ratio in identifying appropriate results.
Specifically, appropriate filters can be selected so that the
number of search results are reduced according to the
requested reduction ratio. A subset of filters, described
above, are selected for each search and applied to the set of
searchable assets to produce the desired reduction ratio. The
selection of the type of filters to utilize, e.g., artificial terms
created from image training assets for image searches or
artificial terms created from a frequency histogram for audio
training assets for audio media searches, can be based on the
search criteria submitted for a search. As a specific example,
a search may request search results similar to a particular
image, i.e., the particular image provides the search query
criteria. The filters selected can be filters, e.g., artificial
terms, selected based on the colors of the image and the
requested reduction ratio. As a specific example, depending
upon a requested reduction ratio, two, three, four, etc.
artificial terms may be selected as filters.

In one example, determining the subset of filters to apply
to the set of searchable assets involves a brute force
approach. The brute force approach may involve calculating
a reduction ratio from the systematic combination of the
created filters described above. Multiple (or even all) pos-
sible combinations of the filters are scored based on how
close the calculated combined reduction ratio is to the
desired requested reduction ratio. For example, if we assume
that the requested reduction ratio is 0.0002, the combination
of Filter A (0.01) and Filter B (0.03) would result in a
reduction ratio of 0.0003. The score assigned to the combi-
nation of Filter A and B would be higher than the score for
a combination of Filter C (0.02) and Filter D (0.04) as Filter
A and B’s reduction ratio of 0.0003 is closer to the requested
reduction ratio of 0.0002 than Filter C and D’s reduction
ratio of 0.0008. In another example, the combination of
Filter A and Filter B could be performed utilizing an OR
operation resulting in a reduction ratio of 0.04 (0.01+0.03).

In accordance with at least one embodiment, an overlap
threshold can reduce the possible combinations of filters. In
an example, an artificial term’s associated dominant colors
may overlap with another artificial term’s associated domi-
nant colors. In accordance with at least one embodiment, if
two artificial terms’ dominant colors contain a significant
amount of overlap, then the combination of the two artificial
terms can be excluded as a possibility during selection of
filters. For example, you could compare two dominant
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colors to determine an amount of overlap and compare the
overlap to a threshold, and if the threshold is exceeded than
exclude the use of the two corresponding artificial terms. In
accordance with at least one embodiment, an overlap thresh-
old may be received or specified via a user friendly GUI or
application.

Filters may be combined using a hierarchical tree asso-
ciated with Boolean operations. For example, the utilization
of' Boolean operations during selection of filter combinations
can result in a finer granularity, resulting in a combination of
filters that is closer to the requested reduction ratio. In some
examples, filters may be selected for combination by utiliz-
ing a hierarchical tree of Boolean operations or a hierarchi-
cal filter combination algorithm. For example, it may be
appropriate to add reduction ratios using an OR Boolean
operation. It may also be appropriate to select filters by
multiplying reduction ratios using an AND Boolean opera-
tion. In accordance with at least one embodiment, a search
engine provider may set a threshold or maximum count of
possible filter combinations to accept and apply to achieve
the desired reduction ratio. For example, if 500 filters exist
for a training set, 60 combinations of filters may exist which
contain reduction ratios close to the requested reduction
ratio. In the given example, a search engine provider may
have an internal limit of how many filters to utilize accord-
ing to the search environment implemented.

Referring now to the drawings, FIG. 1 is a block diagram
depicting exemplary computing devices 10 and 20 in an
exemplary computing environment 100 for implementing
certain embodiments. Other configurations may also be
used. In FIG. 1, device 10 is a computing device configured
for receiving and communicating requested reduction ratios
and displaying results of a search query that have been
reduced by said reduction ratio via a user friendly GUI or
application displayed via browser/plugin 12 via execution of
search engine reduction ratio service application 22. The
browser/plugin or separate application that displays the
results of reduced result set may be provided as one or more
Hyper Text Markup Language (HTML) files, eXtensible
Markup Language (XML) files, Javascript files, SWF files of
Microsoft Silverlight, Adobe Flash or other compatible rich
Internet application files, or files having any other format or
combination of formats. The computing device may com-
prise a web browser with a plugin media player that provides
an application framework for executing a compatible rich
Internet application stored and configured to run server
device 20 and search engine reduction ratio service 22. The
browser/plugin or separate application 12 may request and/
or receive information from the search engine reduction
ratio service application 22 on server device 20 which may
in turn access the information stored on a local database (not
pictured) or elsewhere such as an external third party data-
base 50.

The exemplary client device 10 may include local data 14
used by the search engine reduction ratio service application
22. Such information may be available and used, for
example, when a user (not pictured) saves preferred reduc-
tion ratios and overlap thresholds on the client device 10 or
user preferences. The user preferences can in some embodi-
ments be communicated to the search engine reduction ratio
service application 22 and saved in an associated data store
or database of server device 20. In some examples, the
communication of the user preferences to the server device
20 and ultimately to the search engine reduction ratio service
22 can be aided via a graphical user interface such as 18 or
a web browser such as 12. The database 50 can provide a
central repository for information about one or more training
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asset sets or searchable asset sets. The service device 20 may
have a local database which may also store filters created
from a set of training assets and previously calculated
reduction ratios associated with said filters (not shown).

The exemplary devices illustrated in FIG. 1 provide an
example configuration in which the exemplary search engine
reduction ratio service can be provided. Other configurations
may be used with modifications, additions, and deletions to
address the particular circumstances in which a particular
system is used.

Embodiments disclosed herein provide various features
that facilitate utilizing sets of filters to reduce a large number
of searchable assets to a meaningful or reduced number of
searchable assets. The following examples illustrate some of
these features.

FIG. 2 is a schematic illustrating an example computer
architecture 200 for the search engine reduction ratio service
202 (e.g., the search engine reduction ratio service 22, FIG.
1) including a plurality of modules that may carry out
various embodiments. The modules 204-220 may be soft-
ware modules, hardware modules, or a combination thereof.
If the modules 204-220 are software modules, the modules
204-220 can be embodied on a computer readable medium
and processed by a processor in any of the computer systems
described herein. It should be noted that any module or data
store described herein, may be, in some embodiments, a
service responsible for managing data of the type required to
make corresponding calculations. The modules may be
configured in the manner suggested in FIG. 2 or may exist
as separate modules or services external to the search engine
reduction ratio service 202.

In accordance with at least one embodiment, a method is
enabled for training and selecting one or more filters that
when applied to a set of searchable media assets results in a
reduced number of a searchable media assets according to a
requested reduction ratio. For example, the search engine
reduction ratio service 202 may include a reduction ratio
module 204. The reduction ratio module 204 may also
include a feature extraction module 206 and an artificial
term module 208. The feature extraction module 206 may be
responsible for analyzing a training asset and extracting
features that may be utilized by the artificial term module
208. In accordance with at least one embodiment, the feature
extraction module 206 may extract features from an image,
such as color information, to form a color histogram from
which dominant colors associated with the image may be
identified.

In accordance with at least one embodiment, the artificial
term module 208 may communicate with the feature extrac-
tion module 206 to form an artificial term based on the
dominant colors and assign the created artificial term to the
particular training asset. In some embodiments, more than
one artificial term may be created based on the dominant
colors identified during the feature extraction. Artificial
terms can be created for one or more of the training assets
in the set of training assets. In accordance with at least one
embodiment, the reduction ratio module 204 may commu-
nicate with the artificial term module 208 and the filter/
reduction ratio data store 210 to calculate a reduction ratio
for the created artificial term. In one example, the reduction
ratio module 204 may filter a set of training assets by the
artificial term to determine a filter reduction ratio where the
filter reduction ratio represents a count of the frequency of
inclusion of the artificial term in the set of training assets. In
an example, the reduction ratio module 204 may commu-
nicate with an external or third party data store/database
such as database 50, FIG. 1, to access the set of one or more
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training assets. The search engine reduction ratio service 202
may perform the above-described operations for each par-
ticular asset in the set of training assets to create a plurality
of filters which may be further utilized by the filter selection
module 212 to reduce the number of searchable media assets
according to a requested reduction ratio.

In accordance with at least one embodiment, the feature
extraction module 206 may extract features from an image,
or other media asset, to create a set of hash terms. In an
embodiment, hash terms may be utilized in alternative to
artificial terms. The hash terms may be utilized as filters
similar to the artificial terms. For example, a set of training
assets may be filtered by the created hash terms and a
reduction ratio assigned based on a count of inclusion of
assets containing a certain proportion of the filtered for hash
terms. In accordance with at least one embodiment, hash
terms may be appropriate for certain search assets, such as
audio files or audio media related files.

In an example, the feature extraction module 206 may
analyze an image-training asset, extract color information
and create a color histogram based on the image. In another
example, the feature extraction module 206 may analyze an
audio file training asset, extract frequency information, and
create a frequency histogram based on the audio file. In
accordance with at least one embodiment, the artificial term
module 208 may analyze the histogram associated with the
image or audio file to create one or more hash terms which
may represent the dominant colors or dominant audio fre-
quencies present in the training asset. In accordance with at
least one embodiment, the frequency histogram based on the
audio file may be utilized to create a pair of corresponding
data points: a dominant frequency and a time point that is
offset from the beginning of the audio file. The set of training
assets may then be filtered by the pairs of corresponding data
points to determine a reduction ratio utilizing audio file
training assets.

In accordance with at least one embodiment, the reduction
ratio module 204 may filter the set of one or more training
assets by the one or more hash terms created using the
artificial term module 208 to calculate a reduction ratio. In
an example, the reduction ratio calculated by the reduction
ratio module 204 represents the proportion of training assets
that contain a specified proportion of the created one or more
hash terms compared to the proportion of training assets that
do not contain the specified proportion of the created one or
more hash terms. In an example, an administrator or user of
the service may specify or define the proportion of one or
more hash terms required for calculation of the reduction
ratio.

The reduction ratio module 204 may communicate with
an external or third party data store/database such as data-
base 50, FIG. 1, to access the set of one or more training
assets.

The search engine reduction ratio service 202 may per-
form the above described operations for each particular asset
in the set of one or more training assets to create a plurality
of filters which may be further utilized by the filter selection
module 212 to reduce a number of searchable media assets
according to a requested reduction ratio.

In accordance with at least one embodiment, the reduction
ratio module 204 communicates with the filter selection
module 212 when a requested reduction ratio is received
from a graphical user interface 18 or web browser 12, FIG.
1. The search engine reduction ratio service 202 may receive
the requested reduction ratio with the aid of an application-
programming interface (API) 214 and a graphical user
interface module 216 in communication with a client device
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10, FIG. 1. In accordance with at least one embodiment, the
reduction ratio may be received through an API function call
handled by API 214. In accordance with at least one embodi-
ment, a filter scoring module 218 may be responsible for
calculating a score for combined sets of filters created by the
reduction ratio module 204.

In one example, the filter selection module 212 can utilize
a brute force algorithm to combine different filters and
calculate the reduction ratio for various combinations of all
available filters. In accordance with at least one embodi-
ment, the filter selection module 212 can utilize Boolean
operations to combine different filters and calculate the
reduction ratio associated with said combination. In one
example, the filter selection module 212 may utilize a
hierarchical filter combination algorithm. The filter selection
module 212 can in some embodiments utilize any suitable
algorithm for independent combinations of filters.

In accordance with at least one embodiment, the filter
selection module 212 can be constrained by the exclusion of
certain filters according to the determination of the com-
parison module 220. The comparison module 220 may be
responsible for comparing the potential combined filters for
potentially undesirable overlapping filter coverage. For
example, suppose the set of one or more training assets is
comprised of image media files. The reduction ratio module
204 has created a set of filters by utilizing artificial terms
created by the artificial term module 208 after feature
extraction by the feature extraction module 206. Still further,
if two or more artificial term filters share the same or similar
amount of dominant color frequency according to their
associated histograms, the comparison module 220 may
exclude them from inclusion in the combination of filters to
be selected by the filter selection module 212. The amount
of overlap, or the overlap threshold allowed before exclu-
sion can be set by the administrator or user of the service or
it may be predetermined at configuration of the server in
some embodiments.

In some examples, the filter scoring module 218 calcu-
lates a score, the score representing the similarity of the
combined filters ratio to that of the received requested
reduction ratio. As described above, the combined ratios that
are closer numerically to the requested reduction ratio may
receive a better score than those that are further numerically
from the requested reduction ratio.

In accordance with at least one embodiment, the search
engine reduction ratio service 202 may utilize modules
204-220 to dynamically determine a combination of filters
and their associated reduction ratio, to reduce a searchable
set of assets to a reduced or meaningful set of searchable
assets. The search engine reduction ratio service 202 via the
API 214 and/or the graphical user interface module 216 may
apply the selected filters to a set of searchable media assets
and display the result to a user via a client device 10
configured with a browser/plugin 12 via communication
across networks 5.

FIG. 3 is a flow chart illustrating an exemplary method
300 for utilizing a search engine reduction ratio service (e.g.,
the search engine reduction ratio service 202, FIG. 2), in
accordance with at least one embodiment. In a similar
manner as discussed above, feature information, such as
color information from an image, can be extracted from a
training asset of a set of one or more training assets and
utilized to create an artificial term at 302. In accordance with
at least one embodiment, the feature extraction module 206,
and artificial term module 208, FIG. 2, can carry out the
operations described in 302.
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At 304, a reduction ratio can be calculated by filtering the
set of one or more training assets by the created artificial
term and assigning the reduction ratio to the artificial term
as discussed above. In accordance with at least one embodi-
ment, the operations described in 304 can be performed by
the reduction ratio module 204 in communication with the
filter/reduction ratio data store 210 or a third party database
50, FIG. 2 and FIG. 1, respectively. In an example, opera-
tions 302 and 304 can be repeated for the entire set of one
or more training assets effectively creating a plurality of
filters with varying reduction ratios. In accordance with one
embodiment and as discussed above, the artificial term/filter
may include information about dominant colors associated
with a particular image (the training asset in the current case)
derived from a color histogram derived from the extracted
features. One or more suitable training algorithms may be
utilized during the operations 302 and 304 to properly
identify the reduction ratio associated with each artificial
term filter.

At 306, the service may receive a requested reduction
ratio. In accordance with at least one embodiment, the
requested reduction ratio may be submitted by a search
engine administrator utilizing a computing device such as
client device 10 and communicated via networks 5 to the
search engine reduction ratio service 202, FIG. 1 and FIG.
2, respectively. In one example, the search engine adminis-
trator may submit or communicate the requested reduction
ratio to the search engine reduction ratio service 202 by
utilizing a GUI configured to run on a web browser or a
separate stand-alone application configured to run on any
suitable computing device or mobile device. The search
engine reduction ratio service 202 may also utilize the API
214 and GUI module 216 to receive the requested reduction
ratio. In accordance with at least one embodiment, the
requested reduction ratio can be comprised of numeric
characters.

At 308, the service may continue the operation by evalu-
ating possible combinations of filters to determine a subset
of filters to apply to a set of searchable media assets that
would result in a reduced number of a set of searchable
assets correlating to the requested reduction ratio. In accor-
dance with at least one embodiment, the operations
described at 308 may be performed by the filter selection
module 212, the filter scoring module 218, and the com-
parison module 220, FIG. 2. In an example, and as described
above, the service may utilize a brute force algorithm to
identify the subset of filters to apply to the set of searchable
media assets. Continuing the example, the possible combi-
nations of filters may be restrained by an overlap threshold,
as described above with reference to the comparison module
220. For example, if the training assets are comprised of
images, two or more filters may share the same or similar
amount of dominant color frequency according to their
associated histograms. The comparison module 220 may
exclude the similar filters from inclusion in the combination
of filters to be selected by the filter selection module 212.
The amount of overlap, or the overlap threshold allowed
before exclusion, can be set by the administrator or user of
the service or it may be predetermined at configuration of the
server in some embodiments.

In accordance with at least one embodiment, a subset of
filters are selected and applied to a set of searchable media
assets that results in a reduced number of searchable media
assets that may be utilized by a user or search engine
participant at 310. In an example, the filter scoring module
218 may assign a score to each combination of filters, with
higher scores being assigned to reduction ratios that are
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numerically closer to the requested reduction ratio. Continu-
ing the example, the filter selection module 212 can dynami-
cally choose the best fit combination of filters to apply to the
set of searchable media assets to fulfill a search engine
administrator’s request to reduce the searchable set accord-
ing to a requested ratio. In some examples, if multiple
combinations of filters produce the closest fit reduction ratio,
the search environment of a particular search engine may
provide a determination of which particular combination
may be selected and applied. For example, a search engine
environment may perform a round robin selection of filters
for each new search performed or utilize a random selection
of the subset of filters to apply.

FIG. 4 is diagram 400 depicting an exemplary artificial
term creation from a color image, in accordance with at least
one embodiment. The diagram 400 includes an example
training asset, in this case an image at 402. It should be noted
that, as described above, training assets can include images,
audio files, movie files, or text files. In accordance with at
least one embodiment, feature information can be extracted
from the image 402. In the current example, some of the
colors identified in image 402 can be displayed in a Red,
Green, and Blue (RGB) color space spectrum 404. In an
example, any suitable color space spectrum such as a Lab
color space (LAB or lightness/chroma color space) may be
utilized in determining dominant colors included within a
training image asset. An example of dominant colors found
at a particular location in the RGB color space can be seen
at 406 which includes 4 identified dominant colors. The 4
identified dominant colors at 406 may be utilized to create
an artificial term.

In accordance with at least one embodiment, the extracted
feature information of image 402 can be utilized to create an
artificial term from dominant colors present in the image
such as the dominant colors 406. Examples of artificial terms
that can be created from dominant color identification are
seen at 408. In an example, the artificial term depicted at 408
is defined in terms of RGB values that represent the domi-
nant colors found in the image. It should be noted that any
alpha-numeric string can be utilized to represent the artificial
term and the present depiction of the artificial term in terms
of an RGB value is only for explanatory purposes. The
extracting of the feature information or color information
404 and 406 can be performed by the feature extraction
module 206 and the artificial term creation 408 can be
handled by the artificial term module 208, FIG. 2, as
described above in accordance with at least one embodi-
ment. In an example, multiple training asset images such as
402 are analyzed to create multiple artificial terms which
will later be used to filter the entire set of training assets to
identify reduction ratios that are assigned to the filters
created by the artificial term.

FIG. 5Ais a diagram depicting an exemplary search result
set 500 with an applied reduction ratio (shown here in a
percentage reduction), in accordance with at least one
embodiment. The example search query result set 500
includes a plurality of images 504. It should be noted, the
search query result set 500 can include any searchable asset
as described above. In accordance with at least one embodi-
ment, the search query result set 500 displays a requested
reduction ratio 502, the number of documents found 506
utilizing the reduction ratio 502, and the time it took to
complete the search query 508 utilizing the requested reduc-
tion ratio 502. In an embodiment, the search query result set
can be displayed via a GUI as shown in FIG. 5A at 510. In
one embodiment, the search query result set 500 can be
displayed via a web browser such as browser 12. In accor-
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dance with at least one embodiment, an administrator or
other user can set the reduction ratio 502 utilizing the GUI
510 or utilizing an independent application via any suitable
computing device. As described further below with refer-
ence to FIG. 5B, changing the reduction ratio will reduce the
number of results in a search query result set. In accordance
with at least one embodiment, the more stringent the reduc-
tion ratio the less time it can take to find individual assets
which satisfy the stringency of the reduction ratio. In accor-
dance with at least one embodiment and as described above
with reference to FIG. 2, modules 202, and 210-220 may be
utilized to receive a requested reduction ratio, determine the
appropriate amount of filters to apply to acquire the
requested reduction ratio and apply the filters to a set of
searchable assets to display the search result set 500.

FIG. 5B is a diagram depicting an exemplary search result
with a different applied reduction ratio (shown here in a
percentage reduction), in accordance with at least one
embodiment. The example search query result set 512
includes a plurality of images 514. It should be noted, the
search query result set 512 can include any searchable asset
as described above. In accordance with at least one embodi-
ment, the search query result set 512 displays a requested
reduction ratio 516, the number of documents found 518
utilizing the reduction ratio 516, and the time it took to
complete the search query 520 utilizing the requested reduc-
tion ratio 516. In an embodiment, the search query result set
512 can be displayed via a GUI as shown in FIG. 5B at 522.
In one embodiment, the search query result set 512 can be
displayed via a web browser such as browser 12. In accor-
dance with at least one embodiment, an administrator or
other user can set the reduction ratio 516 utilizing the GUI
522 or utilizing an independent application via any suitable
computing device. As described above with reference to
FIG. 5A, changing the reduction ratio 516 can result in a
search query result set 512 that is smaller, as shown at 518
(compared to 506) as a result of a utilizing a more stringent
reduction ratio. In accordance with at least one embodiment,
the more stringent reduction ratio 516 has taken less time
(520 as compared to 508) to find individual assets that
satisfy the stringency of the reduction ratio. It should be
noted that the plurality of images 514 included in FIG. 5B
may be different from the plurality of images presented in
FIG. 5A. In accordance with at least one embodiment, the
difference in images displayed can be a result of the
increased stringency of the reduction ratio 516. Therefore,
images that may have been included in the result set of FIG.
5A may be excluded in FIG. 5B because of the filters applied
to obtain the requested reduction ratio 516. In accordance
with at least one embodiment and as described above with
reference to FIG. 2, modules 202, and 210-220 may be
utilized to receive a requested reduction ratio, determine the
appropriate amount of filters to apply to acquire the
requested reduction ratio and apply the filters to a set of
searchable assets to display the search result set 512.

FIG. 6 is a block diagram depicting an exemplary method
600 for applying a subset of filters with corresponding
reduction ratios to reduce the size of media asset search
results in accordance with at least one embodiment. The
exemplary method 600 may be performed by any suitable
computing device and/or application. For example, exem-
plary method 600 could be performed by search engine
reduction ratio service 202, FIG. 2.

The exemplary method 600 may begin at block 602, with
identifying reduction ratios for each of a plurality of filters
associated with training assets. In accordance with at least
one embodiment, the reduction ratios may be identified by
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feature extraction and artificial term creation performed by
modules 202-208 as described above in FIGS. 2 and 3.

The exemplary method 600 may continue at block 604 by
receiving a requested reduction ratio. In accordance with at
least one embodiment, the requested reduction ratio can be
received by the service 202 utilizing modules 212-216 as
described above in FIGS. 2 and 3.

The exemplary method 600 may conclude at block 606 by
selecting a subset of filters from the plurality of filters based
at least in part on the requested reduction ratio such that
applying the subset of filters to a set of a number of media
assets reduces the number of media assets in the set accord-
ing to the requested reduction ratio. In accordance with at
least one embodiment, the selection and application of the
subset of filters can be performed by modules 202, 210, 212,
218, and 220 as described above with reference to FIGS. 2
and 3.

System Implementation

As discussed above, FIG. 1 is a block diagram depicting
exemplary computing devices 10 and 20 in an exemplary
computing environment 100 for implementing certain
embodiments. Applications and other electronic content
execute or are otherwise used on the exemplary computer
devices 10 and 20, and are shown as functional components
or modules. As is known to one of skill in the art, such
applications and content may be resident in any suitable
computer-readable medium and execute on any suitable
processor. As examples, as shown the client device 10
comprises a computer-readable medium such as a random
access memory (RAM) 11 coupled to a processor 15 that
executes computer-executable program instructions and/or
accesses information stored in memory 11. The processor 15
may comprise a microprocessor, an ASIC, a state machine,
or other processor, and can be any of a number of computer
processors. Such a processor 15 can comprise, or may be in
communication with a computer-readable medium which
stores instructions that, when executed by the processor,
cause the processor to perform the steps described herein.

A computer-readable medium may comprise, but is not
limited to, an electronic, optical, magnetic, or other storage
device capable of providing a processor with computer-
readable instructions. Other examples comprise, but are not
limited to, a floppy disk, CD-ROM, DVD, magnetic disk,
memory chip, ROM, RAM, an ASIC, a configured proces-
sor, optical storage, magnetic tape or other magnetic storage,
or any other medium from which a computer processor can
read instructions. The instructions may comprise processor-
specific instructions generated by a compiler and/or an
interpreter from code written in any suitable computer-
programming language, including, for example, C, C++, C#,
Visual Basic, Java, Python, Perl, and JavaScript. The
instructions may be executed or otherwise used to provide
one or more of the features described herein.

The client device 10 may also comprise a number of
external or internal devices such as a mouse, a CD-ROM,
DVD, a keyboard, a display, audio speakers, one or more
microphones, or any other input or output devices. For
example, device 10 is shown with a display 17 having a user
interface 18 and various user interface devices 19. A bus 16
is included in the device 10. Device 10 could be a personal
computing device, a mobile device, a server computer
device, or any other type of electronic devices appropriate
for providing one or more of the features described herein.

The network(s) 5 may include any one or a combination
of many different types of networks, such as cable networks,
the Internet, wireless networks, cellular networks and other
private and/or public networks.
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The server device 20 illustrated in FIG. 1 may be con-
figured to itself or in combination with other server devices
to provide filter creation and reduction ratio calculation and
selection server functionality. The exemplary server device
20 comprises memory 21, a processor 23, and a bus 24, and
may have a search engine reduction ratio application 22
stored in memory 21 that is executed by the processor 23 to
provide the filter creation and reduction ratio calculation and
selection server functionality. The search engine reduction
ratio application 22 may expose API functions that are called
by an application on client device 10 or browser/web
browser 12 on client device 10.

The exemplary devices illustrated in FIG. 1 provide an
example configuration in which the exemplary search engine
reduction ratio service can be provided. Other configurations
may be used with modifications, additions, and deletions to
address the particular circumstances in which a particular
system is used.

Numerous specific details are set forth herein to provide
a thorough understanding of the claimed subject matter.
However, those skilled in the art will understand that the
claimed subject matter may be practiced without these
specific details. In other instances, methods, apparatuses, or
systems that would be known by one of ordinary skill have
not been described in detail so as not to obscure claimed
subject matter.

Unless specifically stated otherwise, it is appreciated that
throughout this specification discussions utilizing terms
such as “processing,” “computing,” “calculating,” “deter-
mining,” and “identifying” or the like refer to actions or
processes of a computing device, such as one or more
computers or a similar electronic computing device or
devices, that manipulate or transform data represented as
physical electronic or magnetic quantities within memories,
registers, or other information storage devices, transmission
devices, or display devices of the computing platform.

The system or systems discussed herein are not limited to
any particular hardware architecture or configuration. A
computing device can include any suitable arrangement of
components that provide a result conditioned on one or more
inputs. Suitable computing devices include multipurpose
microprocessor-based computer systems accessing stored
software that programs or configures the computing system
from a general purpose computing apparatus to a specialized
computing apparatus implementing one or more embodi-
ments of the present subject matter. Any suitable program-
ming, scripting, or other type of language or combinations of
languages may be used to implement the teachings con-
tained herein in software to be used in programming or
configuring a computing device.

Embodiments of the methods disclosed herein may be
performed in the operation of such computing devices. The
order of the blocks presented in the examples above can be
varied—for example, blocks can be re-ordered, combined,
and/or broken into sub-blocks. Certain blocks or processes
can be performed in parallel.

The use of “adapted to” or “configured to” herein is meant
as open and inclusive language that does not foreclose
devices adapted to or configured to perform additional tasks
or steps. Additionally, the use of “based on” is meant to be
open and inclusive, in that a process, step, calculation, or
other action “based on” one or more recited conditions or
values may, in practice, be based on additional conditions or
values beyond those recited. Headings, lists, and numbering
included herein are for ease of explanation only and are not
meant to be limiting.
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While the present subject matter has been described in
detail with respect to specific embodiments thereof, it will be
appreciated that those skilled in the art, upon attaining an
understanding of the foregoing may readily produce altera-
tions to, variations of, and equivalents to such embodiments.
Accordingly, it should be understood that the present dis-
closure has been presented for purposes of example rather
than limitation, and does not preclude inclusion of such
modifications, variations, and/or additions to the present
subject matter as would be readily apparent to one of
ordinary skill in the art.

The invention claimed is:
1. A computer-implemented method, comprising:
identifying filter reduction ratios for a plurality of filters,
each respective filter reduction ratio corresponding to a
respective reduction of training assets based on use of
a respective filter, wherein identifying a filter reduction
ratio for a filter of the plurality of filters comprises:
creating an artificial term for the filter based on color
information;
filtering the training assets using the created artificial
term; and
calculating the filter reduction ratio for the filter based
at least in part on the filtered training assets and the
training assets;
receiving a requested reduction ratio; and
selecting, by a computing system, a subset of filters from
the plurality of filters based at least in part on the
requested reduction ratio and the filter reduction ratios,
the subset of filters selected such that applying the
subset of filters to a set of a number of media assets
reduces the number of media assets in the set according
to the requested reduction ratio.
2. The computer-implemented method of claim 1,
wherein identifying a filter reduction ratio for a filter of the
plurality of filters comprises:
creating an artificial term by identifying a weighted
palette of colors in a color histogram based on color
information of an image, the artificial term representing
a dominant color of the weighted palette of colors;

filtering the training assets using the created artificial
term; and

calculating the filter reduction ratio for the filter based at

least in part on the filtered training assets and the
training assets.

3. The computer-implemented method of claim 1,
wherein selecting the subset of filters further comprises:

evaluating multiple combinations of the plurality of filters

to identify a respective combined reduction ratio for
each of the multiple combinations;

assigning a score to each of the multiple combinations,

each respective score representing a correlation
between the respective combined reduction ratio of
each combination and the requested reduction ratio;
and

selecting a combination of the multiple combinations

based at least in part on the assigned score.

4. The computer-implemented method of claim 1,
wherein selecting the subset of filters further comprises
evaluating multiple combinations of the plurality of filters
utilizing one or more Boolean operations to identify a
respective combined reduction ratio for each of the multiple
combinations.

5. The computer-implemented method of claim 1,
wherein selecting the subset of filters further comprises
evaluating multiple combinations of the plurality of filters
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utilizing a hierarchical filter combination algorithm to iden-
tify a respective combined reduction ratio for each of the
multiple combinations.

6. The computer-implemented method of claim 1,
wherein selecting the subset of filters further comprises:

evaluating multiple combinations of the plurality of fil-

ters; and

selecting a combination of the multiple combinations

based at least in part on an overlap threshold repre-
senting filter similarity.

7. The computer-implemented method of claim 1,
wherein the media assets include at least one of an image
file, an audio file, a text file, or a movie file.

8. The computer-implemented method of claim 1 further
comprising receiving search query criteria, wherein the
subset of filters is selected from the plurality of filters based
at least in part on the search query criteria.

9. The computer-implemented method of claim 1 further
comprising:

receiving search query criteria comprising an image,

wherein the subset of filters is selected from the plu-
rality of filters based at least in part on the image.

10. The computer-implemented method of claim 1 further
comprising providing the set of the number of media assets
for display via a graphical user interface, wherein the
graphical user interface is further configured to receive and
communicate user preferences used to determine the
requested reduction ratio.

11. A system, comprising:

one or more processors; and

memory including instructions executable by the one or

more processors that, when executed by the one or

more processors, cause the system to at least:

identify filter reduction ratios for a plurality of filters, each

respective filter reduction ratio corresponding to a

respective reduction of training assets based on use of

a respective filter, by executing further instructions that

cause the system to:

create an artificial term for the filter based on color
information;

filter the training assets using the created artificial term;
and

calculate the filter reduction ratio for the filter based at
least in part on the filtered training assets and the
training assets; and

in response to receiving a requested reduction ratio:

select a subset of filters from the plurality of filters based

at least in part on the requested reduction ratio and the
filter reduction ratios, the subset of filters selected such
that applying the subset of filters to a set of a number
of media assets reduces the number of media assets in
the set according to the requested reduction ratio.

12. The system of claim 11, wherein the instructions cause
the system to identify a reduction ratio for a filter by:
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tion, wherein the hash term corresponds to the filter and
is comprised of data of a fixed length;
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filtering the training assets using the hash term; and

calculating the reduction ratio for the filter based at least

in part on the filtered training assets and the training
assets.

13. The system of claim 11, wherein the instructions cause
the system to identify a reduction ratio for a filter by:

creating a histogram based on extracted feature informa-

tion;

identifying at least one hash term in the histogram;

filtering the training assets using the at least one hash

term; and

calculating the reduction ratio for the filter based at least

in part on the filtered training assets and the training
assets.

14. The system of claim 11, wherein the instructions cause
the system to identify a reduction ratio for a filter by:

extracting frequency information from each training asset

of the training assets;

creating a frequency histogram based on the extracted

frequency information;

creating hash terms based on the frequency histogram;

filtering the training assets by the created hash terms; and

calculating the reduction ratio based at least in part on the
filtered training assets and the training assets, wherein
the filtered training assets are comprised of a subset of
the training assets that include a similar proportion of
hash terms as the created hash terms.

15. The system of claim 11, further comprising:

a user-interface configured to receive instructions that

identify a reduction ratio.

16. A non-transitory computer-readable storage medium
having stored thereon computer-executable instructions that,
when executed by one or more processors of a computer
system, cause the computer system to perform operations
comprising:

identifying reduction ratios for each of a plurality of

filters, wherein identifying the reduction ratios for each

of the plurality of filters comprises:

creating an artificial term for the filter based on color
information;

filtering training assets using the created artificial term;
and

calculating the reduction ratio for a particular filter of
the plurality of filters based at least in part on the
filtered training assets and the training assets; and

selecting a subset of filters from the plurality of filters

based at least in part on a particular reduction ratio such

that applying the subset of filters to a set of a number

of media assets reduces the number of media assets in

the set according to the particular reduction ratio.

17. The non-transitory computer readable storage medium
of claim 16 wherein creating the artificial term includes
analyzing an image for the color information.
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